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2.1 Introduction

In December of 1983, the German Federal Constitutional Court\(^1\) declared unconstitutional certain provisions of the revised Census Act (Volkzählungsurteil) that had been adopted unanimously by the German Federal Parliament but were nevertheless challenged by diverse associations before the Constitutional Court. That now classical avant-garde decision ruled, based on Articles 1 (human dignity) and 2 (personality right) of the Constitution, that the basic right warrants (...) the capacity of the individual to determine in principle the disclosure and use of his/her personal data.

This was one of the first and most famous articulation of a 'right to informational self-determination', understood by the Court as the authority of the individual to decide himself, on the basis of the idea of self-determination, when and within what limits information about his private life should be communicated to others.

As we experience a new phase in the development of the information society with, in the technological domain, the advent ubiquitous computing and ambient intelligence and, in the socio-political sphere, the materialization of the shift from a 'control society' to a 'surveillance society'\(^2\), the purpose of the present paper,

---

1. Berfinz 65, 1 – Volkszählungs Urteil des Ersten Senats vom 15. Dezember 1983. In the decision, the Court ruled that the provisions of the revised Census Act were unconstitutional, as they intruded too deeply into the private lives of individuals.

2. As Gilles Deleuze powerfully explained, 'Post-scriptum sur les sociétés de contrôle', L'ouverture, n.1, 1990, the fabric of modern norms – and that is what characterizes the gradual shift from the disciplinary society described by Michel Foucault and that presupposed the existence of a multiplicity of “detention” facilities (psychiatric hospitals, factories, schools, prisons, ...) to the control society that can increasingly do without physical constraint and direct surveillance, is that it is individuals themselves who have to impose themselves not only to respect personal data protection.
twenty-four years after that German avant-garde decision, is to elucidate the conceptual relationships existing between the rights to privacy and data protection on the one hand, and on the other hand, the fundamental values those rights are assumed to protect and which were identified by the German Constitutional Court as human dignity and self-development.  

In the present contribution, we argue that privacy, as a legal right, should be conceived essentially as an instrument for fostering the specific yet changing autonomic capabilities of individuals that are, in a given society at a given time, necessary for sustaining a vivid democracy.  

What those needed capabilities are is obviously contingent both on the characteristics of the constituency considered and on the state of the technological, economic and social forces that must be weighed against each other through the operation of legislative balancing.  

Capacity for both reflexive autonomy allowing to resist social pressures to conform with dominant views and for deliberative abilities allowing participation in deliberative processes are arguably among the skills that a vivid democracy needs citizens to have in the circumstances of our times.

Those capabilities are threatened in unprecedented manners by the intensification of observation and monitoring technologies such as CCTV, data mining and profiling, RFID and the 'internet of things', ubiquitous computing and 'ambient intelligence'.  

The news that Microsoft was filing a patent claim for a spyware

but also to adhere to the norms, who have to integrate those norms in their biography, through their own actions and restorations. Power, in modern societies, the form of offers of services or of inciting actions much more than of constraints.

3 The choice made by the German Constitutional Court to rely on these values instead of others may well be contingent to the German constitutional history and culture. The link established between self-determination and dignity does have normative consequences though, to the extent that the notion of dignity suggests incommensurability and inalienability.

4 See in the same sense Cass R. Sunstein, Why Societies Need Dissent, Harvard University Press, 2003, pp. 157–158: ‘The Right to privacy (...) can be illuminated if we see it as an effort to allow people to escape reputation pressures. Suppose, for example, that people are allowed to read whatever they like in the privacy of their own homes, or that actions which are forbidden in public, either by law or by norms, are legally protected if done in private. Or suppose that law creates safeguards against public observation of what is done in certain sanctuaries. If this is so, the privacy right will operate to reduce or to eliminate the pressure imposed by the actual or perceived views of others (...) privacy rights helps to insulate people from conformity.’

5 Important elements of cultural and epochal incommensurability make the development of a universal theory of privacy most implausible.

6 The German decision explicitly acknowledges that ‘The general personality law (...) gains in importance if one bears in mind modern developments with attendant dangers to the human personality.’

7 See Cass R. Sunstein, Why Societies Need Dissent, Harvard University Press, 2003: ‘Well-functioning societies take steps to discourage conformity and to promote dissent. They do this partly to protect the rights of dissenters, but mostly to protect interests of their own.’

8 For further reflections on how the Internet revolution and more recently the Ambient Intelligence technologies are metamorphosing the risks incurred by the individuals and their basic rights and call for new legislative actions reinforcing the different identified facets of the right to privacy, see Antoinette Rouvroy, ‘Privacy, Data Protection, and the Unprecedented Challenges of Ambient Intelligence’, Studies in Ethics, Law, and Technology 2008, vol. 2, Issue 1. Available at: http://works.bepress.com/antoinette.rouvroy/2

system linking employees to their computers with wireless sensors and enabling employers to monitor their employees' blood pressure, body temperature, heart rate and facial expression throughout the day, exemplifies the phenomenon: under constant, yet most of the time remote, surveillance and subjected to automatic or semi-automatic decisions taken by the 'system' on the basis of constant observation of their choices, behaviours and emotions, individuals may be said increasingly under the influence of those 'normative technologies' and, therefore, decreasingly capable of living by their fully autonomous choices and behaviours.

The German Court acknowledged that self-imposed restrictions on deviant behaviours, or on participation in assembly or civil society initiative by fear that these behaviours and participations be disclosed to others with adverse consequences ensuing would not only impair his chances of development but would also impair the common good ('Gemeinwohl'), because self-determination is an elementary functional condition of a free democratic community based on citizens' capacity to act and cooperate.

The importance of privacy and data protection regimes today, it will be argued, derives from the support they provide for individuals to keep or develop those autonomic capacities to act and cooperate.

Our contribution will consist in four parts. In the first section, we wish to reassess the need for the type normative inquiry we are engaged in. In the second section, we wish to dispel some misleading interpretations that could be made of the trope 'informational self-determination'. Then, in the third section, the German Federal Constitutional Court's decision will be commented, as to enlighten the present relevance of its rationales. A fourth section will allow us to clarify certain issues regarding the 'values' or 'basic rights' of dignity and self-determination or autonomy. Finally, we explore various 'facets' of the generic right to privacy and finding how those facets might be articulated around the principle of self-determination.

2.2 Why Re-Anchor the Rights to Privacy and Data Protection in the Fundamental Ethical and Political Values?

Re-anchoring the rights to privacy and data protection in the fundamental ethical and political values from which they derive their normative force and that they are meant to advance has become crucial.

In the United States, the Supreme Court has repeatedly conditioned acknowledgement of the existence of a right of privacy in any given area of human life to the pre-existence of 'reasonable expectations of privacy' of those areas. Scholars have widely criticized the insufficiency of that non-normative assessment in technology-intensive societies. Nicole E. Jacoby, for example, comparing how judges in the US and in Germany identify when and in which circumstances an individual's right to privacy has been violated, showed that, in dealing with new technical surveillance measures the 'expectations of privacy' standard in use in the United States was much less protective of the individual confronted with surveillance than the
German Court’s reliance on the principle, anchored in the value of human dignity, that individuals have an inviolable domain in which they may freely develop their personality. Indeed, the obvious disadvantage of the volatile standard of ‘expectations of privacy’ is that expectations are not, as a matter of fact, independent of the level of surveillance and scrutiny in place. It means that in societies with intense surveillance systems, individuals indeed do not expect to have much privacy left. The scope of privacy, in such a conceptualization, may not extend much beyond the very narrow areas of life that surveillance technologies are not yet able to capture and is inherently dependent on the actual stage of technological development. A theory of privacy relying on ‘expectations of privacy’ cannot be justified either by saying that what privacy is about is the right individuals have not to be ‘surprised’ by surveillance devices did not expect to be there. Even where people know they are observed and thus have no expectation of privacy because they have been informed that surveillance devices are in use, surveillance, even overt and not hidden, may cause people harm that they would probably call invasions of their privacy. The most unsophisticated example of this would be an instance where video cameras would have been placed in public toilets. More subtle instances would be, for example, instances where employees would know they are being monitored by their employer and their productivity evaluated in real time. Although they do not have expectations of privacy in that case, they still have lost something that very much resembles ‘their privacy’.

It is not useless to recall that although ‘expectations of privacy’ do not play such an important role for the definition of the scope of privacy in Europe, the decrease of expectations of privacy will necessarily negatively impact on the probability that people will indeed claim respect of their right to privacy in those new areas where they are ‘observed’, or refuse their consent to being ‘observed’. Preserving awareness about issues of privacy might happen to be both of paramount importance and enormously challenging the more we progress in the surveillance society.

Another method, more usual in Europe, for balancing competing interests and establishing whether or not, in each situation, there is a right to privacy or not, and whether or not legitimate and sufficiently compelling reasons exist for allowing interferences with that right, is normative inquiry required by Article 8§2 of the European Convention on Human Rights, among other texts:

There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.


11 Although the Court acknowledges that the scope and content of that ‘personality right’ had not been conclusively settled by case law, it nevertheless indicates that that right ‘comprises the authority of the individual to decide for himself based on the idea of self-determination – when and within what limits facts about one’s personal life shall be disclosed’. Yet, far from the interpretation of privacy as ‘property’ advanced by law and economics scholars, one understands from reading the decision through that this ‘authority of the individual is not an end in itself; it prevents situations where inhibition of the individual’s “freedom to plan or to decide freely and without being subject to any pressure/influence (i.e., self-determined). The right to self-determination in relation to information precludes a social order and a legal order enabling it, in which the citizens no longer can know who knows what when, when, and on what occasion about them.’

12 Where by individual transparency is systematically encouraged and reluctance to disclose personal information is often interpreted as meaning that the individual indeed has something (wrong) to hide. On the contrary, businesses are discouraged from being ‘transparent’ where the market negatively sanctions disclosure of trade secrets.
values in which it finds its roots provides contemporary scholars confronted with the unprecedented and unpredictable developments of information and communication technologies with solid objectives against which to assess the adequacy of current legislation and propose reasoned improvements.

We should note, however, that the recent enactment of Article 8 of the Charter of the European Union and the quasi-constitutional status thereby acknowledged to the right to data protection, instead of clarifying the issue, might, on certain points, further complicate the normative assessment. Indeed, the provision could well be interpreted as ascribing data protection a final, intrinsic value, thereby obscuring what seems to us an important aspect: the rather ‘intermediate’ or ‘instrumental’ value of data protection as a ‘tool’ for the preservation and promotion of more fundamental and basic values (namely the value of autonomous self-development and political participation). Moreover, among the disadvantages of granting a final rather than merely an intermediate value to the rights to data protection and privacy is the risk of increased rigidity and lack of plasticity of the relevant laws and their ensuing inability to meet the evolving challenges of the contemporary and future information society. In a sense, we wish to explain how privacy and data protection interact to form the immune system of the psychic space and, as any immune system, must evolve to fit the evolutions of the ‘informational and societal ecosystem’.

The traditionally individualist conception of human rights may, moreover, inspire misleading interpretations of the recent constitutionalisation of the right to data protection. Especially in an era of possessive individualism such as ours, data protection – or the empowerment of individuals with regard to their personal data – risks being interpreted as making the satisfaction individuals’ immediate preferences with regard to their personal data, their choices to keep undisclosed or to commodify personal information a final value. It is well-known that those preferences would lead a large part of the population to waive any protection of their personal data provided they receive immediate gratifications or commercial advantages. What would be lost in such an interpretation is the intermediate value of data protection as an instrument aimed at fostering the autonomic capabilities of individuals and therefore something they may dispose of or trade on the market of personal information. Possessive individualism combined with the perception of personal information as a commodity freely exchangeable on the market risks, moreover, to result in a situation where disclosure by some of ‘their’ personal data unavoidably disadvantages those who would prefer not to disclose ‘their’ personal information. Reassessing the normative grounds of privacy and data protection are thus, in this regard as well, necessary.

---

13 When allowed (by law and/or technology) the transparency of individuals is usually rewarded on the short-term, whereas their opacity owes them sanctions. When enterprises are considered, the opposite is true: transparency puts them at commercial or industrial disadvantage whereas opacity is more profitable.
The originality of the German Court’s holdings in this regard is that, relating informational self-determination to the notion of dignity, it suggests a default regime of market inalienability of personal information. Still, one has to acknowledge that the position of the German Court contrasts with other often competing ways of defining and valuing informational self-determination. To say things caricaturally, the libertarian approach for example, would probably consider the right to data protection an alienable, commodifiable right, whereas egalitarian scholars would rather consider inalienability rules to be essential to protect individuals against discrimination and stigma, especially in the socio-economic sphere. For the purpose of the present contribution, we assume we are in a society placing human dignity and personal autonomy high in the hierarchy of fundamental values, as did the German Federal Constitutional Court of 1983.

2.4 The German Federal Constitutional Court’s ‘Census’ Decision of 1983

The German Court came to acknowledge the protection of personal data not as an end in itself or a final or primary value but ‘merely’ as a tool (though an essential one), making possible the exercise of the fundamental and basic individual ‘right’ to self-development, while being itself distinct from autonomy, self-determination or self-development (depending how one calls the primary values sustaining privacy). The clarification of this ‘intermediate’ value of privacy is important if only because it avoids the common conflation of the legal concept of privacy with the broad philosophical, political and psychological concepts of autonomy, self-determination or self-development14 and the ensuing difficulty to figure out how, exactly, the law should intervene to protect those impalpable values. Most interesting to us, in this German decision, is the argumentation of the Court. Those rationales, we wish to show, may be immensely useful to help clarifying conceptual intricacies characterising privacy and data protection in view of the emerging challenges raised by the exponential development of information and communication technologies on the threshold of an ‘ambient intelligence era’.

The following excerpt of the decision deserves quotation. Its wording might be considered not only to describe the situation existing in 1983 but to anticipate the more recent developments of the technologies, as we will show later:

This authority (the possibility of the individual to decide for himself) particularly needs protection under present and future conditions of autonomic data processing. It is particularly endangered because in reaching decisions one no longer has to rely on manually collected registries and files, but today the technical means of storing individual statements about personal or factual situations of a certain or verifiable people with the aid of automatic processing are practically unlimited and can be retrieved in a matter of seconds irrespective of distance. Furthermore, they can be pieced together with other data collections – particularly when integrated information systems are built up – to add up to a partial or virtually complete personality profile, the persons controlled having no sufficient means of controlling its truth and application. The possibility of inspection and of gaining influence have increased to a degree hitherto unknown, and may influence the individuals’ behaviour by the psychological pressure exerted by public interests. Even under certain conditions of modern information processing technology, individual self-determination presupposes that the individuals left with the freedom of decision about actions to be taken or to be omitted, including the possibility to follow that decision in practice. If someone cannot predict with sufficient certainty which information about himself in certain areas is known to his social milieu and cannot estimate sufficiently the knowledge of parties to whom communication may be possibly be made, he is crucially inhibited in his freedom to plan or to decide freely and without being subject to any pressure influence. If someone is uncertain whether deviant behaviour is noted down and stored permanently as information, or is applied or passed, he will try not to attract attention by such behaviour. If he reckons that participation in an assembly or a citizens’ initiative will be registered officially and that personal risks might result from it, he may possibly renounce the exercise of his respective rights. This would not only impact his chances of development but would also impact the common good (‘Gemeinwohl’), because self-determination is an elementary functional condition of a free democratic society based on its citizen’s capacity to act and to cooperate.

2.4.1 Data Protection Laws Grounded Directly on Fundamental Constitutional Rights

First, there is the acknowledgement that privacy, or data protection, has an ‘intermediate’ rather than a ‘final’ value: they are ‘tools’ through which more fundamental values, or more ‘basic’ rights – namely human dignity and individual personality right – are pursued. Earlier in the decision, the German Court held that:

The standard to be applied is the general right to the free development of one’s personality. The value and dignity of the person based on free self-determination as a member of the society is the focal point of the order established by the Basic Law (Grundgesetz). The general personality right as laid down in Article 2 (1) and Article 1 (2) GG serves to protect these values – apart from other more specific guarantees of freedom – and gain in importance if one bears in mind modern developments with attendant dangers to the human personality.

By this assertion, the Court establishes a clear and direct link between the Data Protection regime and two basic values enshrined in the Constitution, interpreting legal data protection regimes as mere implementations of those fundamental constitutional rights. The first of those fundamental constitutional rights is the right to respect and protection of one’s ‘dignity’ guaranteed by Article 1 of the Constitution15 and the second one is the right to ‘self-development’, enacted by Article 2

14 The popular theories of privacy as the ‘right to be left alone’ (Westin and Brandeis), or, as the ‘right of the individual to be free from unwarranted government intrusion’ (according the Judge Brennan’s conception in Ebenstorf v. Baird (1972)) lead to confusions between privacy and liberty.

15 Article 1 GG: ‘The dignity of man shall be inviolable. To respect and protect it shall be the duty of all states and authorities’.
of the Constitution. The fact that the Court will refer directly to these principles without mentioning the already existing Data Protection Law is noticeable. In its view, the major data protection principles derive directly from these two constitutional provisions that consecrate the value of autonomy (self-determination) and the incommensurability (dignity) of each person in the society. To be more precise, the Data Protection regime is a tool for ensuring those fundamental values and must be interpreted in light of those values, a consideration that would logically have important consequences not only, as already mentioned, in the debates relating to the (in)alienability the rights to privacy and data protection but also for the legislative balancing (proportionality test) in the implementation of data protection principles. Additionally, the Court suggests that these two provisions are not on the same level as the other constitutional provisions guaranteeing more specific freedoms like freedom of association, religion, and expression, all presupposing previous acknowledgement and respect of dignity and of the right to self-development.

2.4.2 Fundamental Values Protected by Evolving Laws in a Contingent World

Second, there is the acknowledgement that technological evolution may require legal protections of privacy to evolve, simply because those technological evolutions threaten, in new ways, the fundamental value of personal autonomy: according to the court, the emergence of legal data protections attests and responds to such a need for legal evolution. Self-determination, according to the Court, is endangered primarily by the fact that, contrary to former practice, there is no necessity for reaching back to manually compiled cardboard files and documents, since data concerning the personal or material relations of a specific individual (personal data [cf. Federal Data Protection Act Article 2 Para. 1]) can be stored without any technical restraint with thanks to automatic data processing and can be retrieved any time within seconds, regardless of the distance. Furthermore, in case of information systems integrated with other databases, data can be integrated into a partial or complete picture of an individual, without the informed consent of the subject concerned, regarding the correctness and use of data. What 'self-determination' presupposes and what it allows in a given society is unavoidably contingent on many evolving factors. Besides the state of technological development - suggested by L. Lessig as the central, if not exclusive, reason to adapt our normative instruments - taking the nature of prevailing institutional arrangements and socio-political structures into account is critical in explaining the chronological development of the various and interdependent facets of the right to privacy.

It also means that the laws guaranteeing privacy and enforcing data protection must evolve as to fit the technological and socio-political evolutions generating new threats for the individuals' capacity for 'self-development' of their personality. According to the Constitutional Court's opinion the development of the data processing technologies obliged the State to revise and adapt the guarantees it provides to individuals in order to protect and foster the capabilities needed to implement their right to freely self-determine their personality. In the circumstances of the day, the legal protections offered to the individuals' capabilities for self-development would probably need to address the specific threats accompanying the development of ubiquitous computing and ambient intelligence, as will be further explored in Section 3.

The 'evolutionist' approach of law attested by the Constitutional Court ought to be underlined. In such a perspective, the importance of protecting the individual aptitude to self-determination is not only grounded on the interests of the concerned individuals but also and fundamentally so, in the collective or societal interest in preserving a free and democratic society: individual autonomy and deliberative democracy presuppose a series of rights and liberties allowing individuals to live a life characterized as (partly at least) self-determined, self-authored or self-created, following plans and ideals - a conception of the good - that they have chosen for themselves. In that sense, the right to privacy is not something citizens are entitled to barter. Privacy is rather a social structural imperative in a democracy, since a pre-condition to democratic deliberation is that individuals feel free and are free to express themselves without fear of being judged out of context or by public and/or private bureaucracies interpreting their expressed thoughts and behaviours from a distance, on the basis of information collected and processed by them. Maintaining and fostering private and public expression of individuals' thoughts, preferences, opinions and behaviours is among the obligations of the State in democratic societies. The German Constitutional Court therefore explicitly acknowledged that

17 See Onora O’Neill, Autonomy and Trust in Bioethics (Gifford Lectures, 2001), Cambridge University Press, 2002, recalling the wide variety of notions that have been associated to the concept of autonomy by scholars such as Gerald DWORKIN, The Theory and Practice of Autonomy, Cambridge University Press, 1988, listing liberty (positive or negative), dignity, integrity, individuality, independence, responsibility and self-knowledge, self-assertion, critical reflection, freedom from obligation, absence of external causation and knowledge of one's own interest as concepts that have been equated to the concept of autonomy, or as Ruth Faiden and Thomas Beauchamps, A History and Theory of Informed Consent, Oxford University Press, 1986, according to whom autonomy may also be defined as privacy, voluntariness, self-mastery, choosing freely, choosing one's own moral position and accepting responsibility for one's choices.

18 'From it follows that it is a prerequisite of free development of the personality under modern conditions of data processing; the individual needs protection against unlimited collection, storage and transmission of his personal data.'
it is a prerequisite of free development of the personality under modern conditions of
data processing; the individual needs protection against unlimited collection, storage and
transmission of his personal data.

The basic right to informational self-determination (based on the fundamental
principles of dignity and self-development) provides individuals the power to
decide themselves about issues of collection, disclosure and use of their personal
data.

The right to informational self-determination is not absolute though, as the Court
explicitly acknowledges that

The individual does not possess a right in a sense of an absolute, unlimitable mastery of
"his" data; rather he is a personality dependant on communication developing within the
social community. Information, even if personality based, is a reflection of social reality
and cannot be associated purely with the individual concerned. The Basic Law has decided
the tension between the individual and society in favour of the individual being community
related and community bound.

As already mentioned above, due to this conception of the individual who needs
interactions with others, the (individual, private businesses, governmental) stake-
holders’ respective interests must be balanced against each other. Therefore, the
Court recalls the importance of the 'proportionality principle' as a constitutional
principle that 'follows from the essence of basic rights, as an expression of the
citizens' claim to freedom (...). Considering the dangers of utilizing automatic data
processing outlined above, the legislator more than previously is under the duty to
institute organisational and procedural safeguards which counteract the dangers of
infringements of the personality rights.'

Interferences with the right to informational self-determination are allowed only
when 'predominant public (or private) interests' outweigh the individual interest
foundering the right to self-development and that no alternative solutions less
intrusive might be found to achieve these interests. Clarity and transparency of
legal rules and principles ('Normenklarheit') following the more general principle
of the rule of law ('Rechtstaat') must also be respected according to the Court
decision.

---

2.4.3 Privacy as a Social-Structural Tool for Preserving a Free
and Democratic Society: The Co-Originality of Private
and Public Autonomy

Third, there is the acknowledgement that privacy and data protection are social-
structural tools for preserving a free and democratic society. The right to self-
development attaches to the members of a free society. In other words, privacy
and data protection regimes are not there merely to protect the best right holders
interests of the (and, indeed, as has been widely discussed in debates about the com-
modification of personal information, those best interests many sometimes be better
promoted by disclosing personal information than by maintaining 'secrecy') but are
necessary, in a democratic society, to sustain a vivid democracy. There, the German
decision is crystal clear in its consideration that 'if one cannot with sufficient surety
be aware of who knows what about them. Those who are unsure if differing attitudes
and actions are ubiquitously noted and permanently stored, processed or distributed
will try not to stand out with their behaviour. Those who count with the possibility
that their presence at a meeting or participation in a civil initiation be registered by
the authority, will be incited to abandon practising their basic rights (Basic Law,
Article 8 § 9).

As a matter of fact, the 1983 German Constitutional Court decision considers
individual autonomy not as a radical seclusion and independence of the person
vis-à-vis his social environment but as the autonomy of a person radically inserted
in society and living and communicating with others. On that point, the decision
reiterates the point of view already expressed in 195420 by the same Supreme Court:

'L'image de l'Homme qui sous-tend la Loi fondamentale n'est pas celle d'un individu
solitaire et souverain. Dans le vécu existent entre l'individu et la collectivité, la Loi fon-
damentale a au contraire voulu privilégier les liens de relation et solidarité entre la personne
et la Communauté.'

The liberty protected by the Constitution is in no way comparable with 'Robinson
Crusoe's liberty, German scholars acknowledged.21 The right to self-development is
not conceived as a liberty held in isolation by an individual living secluded from the
rest of society but, on the contrary, as a right enjoyed as member of a free society.
The Constitutional Court refers to the Kantian concept of freedom that presupposes
individuals to have the possibility to develop their personalities through interactions
and conversations they have with others and which, thus, is circumscribed by the

---

21 Translation suggested by M.T. Meudlers klein, 'L'irrésistible ascension de la "vie privée" au
sein des droits de l'homme', in F. Sudre (ed.), Le droit au respect de la vie privée au sens de la
Convention européenne des droits de l'homme, Collection Droit et Justice 63, Bruxelles, Nemesis,
Bruylant, 2005.
22 Besides the authors already mentioned, one may also refer to Mainz, Dürig, Herzog, Grunget-
legitimate demands of society. This justifies the fact that, because individuals need interactions and cooperation with others and with the State in order to self-develop, data protection organises a system of disclosure of personal data respectful of the individual's right to self-determination, as both opacity and transparency therefore contribute to sustaining the individual's self-development.

Self-determination, it may even be argued, is not an independent value but a tool for guaranteeing the democratic functioning of society.

Human rights and liberties not only restrict the power of the State but also empower citizens to participate in the political system. These rights and liberties enable citizens to develop and exercise their moral powers informing revising and in rationally pursuing their conceptions of the good.  

Inspiration for thinking about the mutual reinforcement of private and public autonomy (the idea that they are 'co-originated') can be found in Habermas's discourse theory of law according to which 'just those action norms are valid to which all possibly affected persons could agree as participants in rational discourses'. In such a perspective, the right to self-development constitutes a precondition to real democratic discussion. This idea of the 'co-originate' of private and public autonomy also transpires, implicitly, in most conceptions of privacy based on its structural value for society by authors such as Schwartz and Tocque, Fleming and others.

2.5 'Dignity' and 'Autonomy': A Few Words of Conceptual Clarification

The Karlsruhe judges anchored their approach of the right to privacy in two distinct constitutional provisions reflecting the primacy, in the German constitutional order, of two fundamental values: human dignity on the one hand and individual self-development in a free society on the other hand. The combination of those values inspired the Court's acknowledgement that a 'generic right to personhood' ('An Allgemeines Persönlichkeitsrecht'), existed as the hardest core of the legal constitutional order of the German Republic. That right, transposed in the technological context of 1983, was to be understood as a right to informational self-determination that justified the adoption of the Data Protection Act. Reference to its constitutional inspiration guides the interpretation to be given of that Data Protection Act.

Reference to the value of human dignity places the legal regime of data protection in a human-centred perspective and in a vision of society requiring technological developments to be developed at the service of the development of human personality, which is, 'the attributes of an individual which are irreducible in his selfhood.' 26 According to the German Constitutional Court, 'the right to privacy protects the individual's interest in becoming, being and remaining a person.' 27 Dignity, unlike autonomy, is unconditionally 'attached' to each human being. A person who, as a matter of fact, is not 'autonomous' has, nevertheless, 'dignity'. In a Kantian sense, human dignity is a condition of human beings that they are acknowledged because of their theoretical or generic capacity to exhibit autonomy, without regard to whether they actually develop that capacity for autonomy or not.

Privacy is thus a legal concept, or an 'intermediate value' for the fostering of the socio-political ideals (or 'final values') of liberty, autonomy and self-determination. Autonomy and self-determination (exhibited for example when individuals hold ideas or have lifestyles that might be politically and socially unpopular) cannot be characterized as legal 'rights', they are not something that the State can 'provide' the individuals with and the mere abstention by the State to intrude or interfere with 'private' or 'intimate' affairs is obviously not enough to 'make' individuals autonomous. 28 Like happiness, autonomy or self-determination, is a matter of degree. The conditions for individual autonomy are so diverse, so subjective in a sense, that no law could really ensure the genuine effectuation of a 'right to autonomy'.

They are capabilities that not all individuals wish and/or have the aptitude to develop. Individual autonomy, not more than musical talent, artistic gifts of happiness, is something that the State, through the law, could never 'provide' to individuals in our society.

28 Sustaining that mere immunity from intrusion or interference from state or from others with their 'personal' affairs makes me an autonomous person amounts to confusion between the concepts of autonomy and of negative liberty. To give a paradigmatic example: a left alone child under the age of five is indeed enjoying the negative liberty that non-interference in one's private affairs provides but he is certainly not enjoying autonomy and may moreover be assumed to be deprived from real liberty, subjected as he will probably be to hunger and all other threats that children left alone endure.
29 Considering the 'right to autonomy' as a fundamental human right would require justification for any restriction on that 'right' imposed by the parents to their child.
individuals. A 'right to be autonomous' would not make more sense for the law than a 'right to be happy'. What does exist is a right to the pursuit of happiness (e.g., the American Declaration of Independence of 1776 proclamation: 'We hold these truths to be self-evident, that all men are created equal, that they are endowed by their Creator with certain unalienable Rights, that among these are Life, Liberty and the pursuit of Happiness') and, arguably, a right to the pursuit of autonomy.

However, despite the law's inability to 'create' or 'guarantee' individual autonomy, showing respect for individual autonomy30 and, as far as possible, providing some of the conditions necessary for individuals to develop their capacity for individual deliberative autonomy (the individual process of self-governance) and for collective deliberative democracy (the group-oriented process for critical discourse and indispensable to a vivid democracy) have become the most fundamental and basic ethical and legal imperatives in contemporary western societies, where respecting those imperatives is perceived as a precondition to the legality and legitimacy of the law. Individual autonomy and deliberative democracy presuppose a series of rights and liberties allowing individuals to spend a life characterized as (in part at least) self-determined, self-authored or self-created, following plans and ideals – a conception of the good – that they have chosen for themselves.

An important lesson derived from the German Constitutional Court's approach, is, as previously said, the fact that privacy is not considered merely as an individualistic value. As P. M. Regan31 expressed it, 'Privacy has value beyond its usefulness in helping the individual to maintain his or her dignity or develop personal relationships. Most privacy scholars emphasize the individual is better off if privacy exists. I maintain that the society is better off as well when privacy exists. I maintain that privacy serves not just individual interests but also common, public and collective purposes.'

30 Respect for individual autonomy of persons and thus for the choices they make, is contingent, in law, to the consideration that the subject is indeed autonomous in the choices he makes. That condition of autonomy implies the absence of either physical, mental or economic coercion. Legal interference with lawful, fully conscious and unforced choices of capable individuals is considered unacceptable, even if interference arises for the sake of the subject's own good, in which case one speaks of unacceptable legal paternalism.

31 P. M. Regan, Legislatng Privacy, Technology, Social Values and Public Policy, New York, 1995, pp. 321. See also D. Solove, 'The Digital person, Technology and privacy in an Information Age', New York University Press, 2004, pp. 57 and ff. and Schwartz, 'Beyond Code for Internet Privacy: Cyberspace Filters, Privacy control, and Fair Information Practice', Wisconsin Law Rev., 2000, p.787: 'In place of Lessig's idea that privacy protects a right of individual control, this Article has developed a concept of constitutive privacy: Information Privacy is a constitutive value that safeguards participation and association in a free society. Rather than simply seeking to allow more and more individual control of personal data, we should view the normative function of information privacy as inhering in its relation to participatory democracy and individual self-determination. Information Privacy rules should carry out a constitutive function by normally defining multidimensional information territories that insulate personal data from the observation of different parties.'

2 The Right to Informational Self-Determination and the Value of Self-Development

As expressed by Burkert32, privacy may be considered a 'fundamentally fundamental right'. Privacy is not a freedom on the same rank as the others: essential to human dignity and individual autonomy and translating these moral principles in the legal sphere, privacy is a necessary precondition to the enjoyment of most other fundamental rights and freedoms.

However, one may but acknowledge the quintessential indeterminacy of privacy. Awkward as it may appear, this indeterminacy is unavoidable, as what one understands as being in the scope of privacy is 'fundamentally' contingent on the societal context in which our autonomic capabilities as individuals have to be protected. In that sense, one may only agree with Burkert's view that privacy is also a 'fundamentally relative right.'33 What is meant by privacy and how it is protected must evolve to face the changing threats to human dignity and individual autonomy and must be found taking fully into account the context in which our liberties have to express themselves, as Solove argued.34 The enactment of data protection legislations should be seen in that light as an attempt, certainly not the last one, to face the unprecedented challenges of the already elapsed time when those data protection regimes were set.

2.6 The ‘Facets’ of Privacy and How They Can Be Articulated to Protect and Promote Autonomous Self-Development

Exploring what 'self-development' would mean in a society such as ours and identifying the legal instruments susceptible to contribute to the protection of such a capability in the circumstances of our times, will amount to analyse the different aspects or conceptions of the generic right to 'privacy', in the chronological order of their surfacing in jurisprudence and scholarship.

Privacy has first been conceptualized as 'exclusion' (opacity, or privacy as solitude)35, before being understood as also encompassing a dimension of


33 This is not an attempt to reconstruct a ranking of fundamental rights, an exercise that would only undermine the legitimacy of all fundamental rights including those, which might end up on a 'higher' rank. The term 'fundamentally fundamental' is only meant as a pointer to the functional importance of 'privacy' as a fundamental right. This importance, however, seems to clash with what we have already observed before when speculating on this fundamentalism and what I would call here the factual unimportance of 'privacy' due to its relativity: 'Privacy' is being regarded as a 'relatively fundamental' right which has to – it seems – reconstitute itself anew in a balancing of interests in each and every new informational conflict.'


2.6.1 The Right to Privacy as ‘Seclusion’, ‘Opacity’ or ‘Solitude’

The scholarly genesis of the right to ‘informational privacy’ may be traced back to Warren and Brandeis’ classical 1890 Harvard Law Review article of 1890. Already then, privacy was presented as an adaptation of, or as an adumbration to, pre-existing legal rights, that technological and social evolution had rendered necessary: ‘Political, social, and economic changes entail the recognition of new rights, and the common law, in its eternal youth, grows to meet the new demands of society.’ And already then, it was acknowledged that ‘[T]he principle which protects personal writings and all other personal productions, not against theft and physical appropriation, but against publication in any form, is in reality not the principle of private property, but that of an inviolate personality’ that Warren and Brandeis equated with the ‘right to be left alone’ when writing that ‘(…) the protection afforded to thoughts, sentiments, and emotions, expressed through the medium of writing or of the arts, so far as it consists in preventing publication, is merely an instance of the enforcement of the more general right of the individual to be left alone’. That ‘principle’ was conceived to protect ‘the privacy of the individual from invasion

either by the too enterprising press, the photographer, or the possessor of any other modern device for rewording or reproducing scenes or sounds.’

In Europe, the right to privacy is explicitly acknowledged by Article 8 of the European Convention of Human Rights. The initial interpretation of that right resembled the American ‘right to be left alone’, in the intimacy of one’s private and family life, home and correspondence, but – and this is quite paradoxical in view of the subsequent evolutions in this regard – contrary to the American doctrine of privacy, the European right was not primarily directed against interferences by other individuals (journalists) but against intrusions by the State in the sanctity of home and of correspondence. The early version of the right to privacy was, in the context of traditional society, not merely seen as ensuing from the principle of human dignity but also as a precondition to the free development of personality. It means that each individual must have a physical place where to express him or herself and the possibility to exchange views or to reveal his intimate convictions to others through private communications means without being observed from outside or by third parties.

As a matter of fact, total transparency would impair the possibility for individuals to freely develop their personality. They need some ‘secrecy, anonymity and solitude’, ‘withdrawal and concealment’ in order to reflect on their own preferences and attitudes, or, in other words, to reflexively make and revise choices in life, as well as to develop meaningful relationships with others. Friendship and love do not easily develop in a crowd; they necessitate selective retreat and seclusion. Even in the traditional villages, the role played by the walls of the private home included the protection of a sphere of intimacy where individuals felt allowed to give up, for the time of the private encounter, the role he or she endorses in public. In that sense, the ‘right to opacity’ is a precondition to the very existence of the ‘authenticity’ of the self and to the implementation of the ability we have, as human beings, to develop our personal identity. Our ‘inviolable personality’ may only grow in the shadow of partial opacity. The ‘right to opacity’ protects the individual from others watching, scrutinizing or spying on his or her private realm. It protects against public and

42 See on that issue, the reflections proposed by J. Rayman (‘Driving to the Panopticon: A Philosophical Exploration of the Risks to Privacy Posed by the Highway of the Future’, 11 Santa Clara Computer & Techn. Law Journal, 1995, pp. 22 and ff.), J. Cohen (‘Examined Lives: Informational Privacy and the Subject as Object’, 52 Stanford Law Rev., 2000, pp. 1373 and ff.) and H. Nissenbaum (‘Privacy as Contextual Integrity’, 79 George Washington Law Rev., 2004, pp. 150 and ff., who assert that ‘the freedom from scrutiny and tones of “relative insularity” are necessary conditions for formulating goals, values, conceptions of self and principles of action because they provide venues in which people are free to experiment, act and decide without giving account to others or being fearful of retribution’.  

36 See Griswold v. Connecticut, 281 US 479 (1965), a case taken to be the first judicial acknowledgement of the right of privacy by the US Supreme Court, in which it invalidated a law forbidding married people from using contraceptives.
private global surveillance. As will be suggested later on, this ‘right to seclusion’ might well be even more vital today in our modern society than ever before, justifying the new legal tools put into place in order to protect ‘opacity’ against the new technological and socio-political challenges of the day. What characterizes the present Internet world is precisely the unprecedented possibility that surveillance be exercised over each of us through the multiple traces we leave in cyberspace and through the gradual invasion of our private sphere by terminals of multiple and ubiquitous nature (from personal computers, GPS, mobile phones, RFID, etc.), dissolving the traditional separation between public and private spaces.

Privacy as ‘seclusion’ or as the ‘right to be left alone’ suggested a geographical scope of application: the ‘private sphere’ to which the right to privacy applied was bordered by the house’s walls or by the private letter’s material envelope. As such, the right to privacy as ‘seclusion’ has attracted much criticism from feminist scholars like Catherine MacKinnon who demonstrated that because privacy prevented the State to interfere in the protected area of family life, it allowed domestic violence to occur and left its victims helpless. The feminist critique of privacy makes it clear that the right to privacy, originally, was not a protection for the individual subject as much as a protection of the familial structure, understood as the basic institution in society.

2.6.2 Privacy as ‘Decisional Autonomy’

In Griswold v. Connecticut, a case usually taken to be the starting point of the jurisprudential trajectory of the American constitutional right to privacy as ‘decisional autonomy’, the Supreme Court voided a State criminal law prohibiting the use or distribution of any contraception drug or instrument to married persons on the ground that a protection from State intrusion into marital privacy was a constitutional right, one that was a ‘penumbra’ emanating from the specific guarantees of the constitution. The nature and scope of this ‘penumbral’ right to privacy remained uncertain though. Judge Douglas, who spoke for the Court, appeared concerned not only by the intrusion by the police into the private marital bedroom necessary to investigate breaches of the prohibition but also by the special relationship that constitutes marriage and which should not be intruded or controlled by the State. As a result from this dual justification, conservative interpreters of Griswold perceive the decision as protective of the institution of marriage, while other commentators consider that concerns with policy access to the marital bedroom are peripheral to the Court’s central concern to provide autonomy with respect to intimate decisions. These alternative rationales make it unclear whether the Court’s intention was to protect the institution of marriage per se or whether it intended to protect marriage


not for its own sake but because this special relationship provides individuals with a context that fosters autonomous choices on fundamental and existential issues of life such as the choice whether to conceive a child or not. Despite the uncertainties of interpretations, this ‘penumbral’ right of privacy has been one of the main foundations of the later Supreme Court decision in Roe v. Wade to overturn State abortion statutes. From there on, privacy acquired its truly individual character as a right protecting freedom of choice in intimate issues such as the decision, for a woman, whether to bear or beget a child. ‘Decisional privacy’, encompasses the rights of individuals to make certain kinds of fundamental choices with respect to their personal and reproductive autonomy. In Planned Parenthood v. Casey, the Supreme Court expressed the consideration that the heart of liberty is the right to define one’s own concept of existence, of meaning, of the universe, and of the mystery of human life. Beliefs about these matters could not define the attributes of personhood were they formed under compulsion of the State.

Notwithstanding the different legal strategies to cope with it, autonomy as self-determination or as autonomous construction of one’s personality is, in US like in Europe, the crucial value behind privacy.

In Europe, the explicit acknowledgement of privacy in the European Convention on Human Rights made its individualistic orientation indisputable from the start. Moreover, from an initially ‘negative’ undertone suggesting that the right to privacy merely implied the obligation for the State to abstain from interfering in the private matters of the individuals, the European Court of Human Rights soon interpreted the obligations held by the State quite extensively. Although, according to Kovitz, the essence of privacy is merely ‘the claim that there is a sphere of space that has not been dedicated to public use of control’, the notions of ‘private and family life’ has been interpreted extensively by the ECHR, to the effect that the right to privacy protects individuals against invasions of privacy by public authorities or, through the Convention’s horizontal effect, by other individuals. According to the

51 Since the 1981 judgement in Young, James and Webster v. United Kingdom (Eur.C.H.R., 13 August 1981, Series A No.44) the European Court on Human Rights acknowledges an ‘horizontal effect’ to the Convention, extending the scope of protections to relations between private parties: 449: ‘Although the proximate cause of the events giving rise to this case was [an agreement between an employer and trade unions], it was the domestic law in force at the relevant time that made lawful the treatment of which the applicants complained. The responsibility of the respondent State for any resultant breach of the Convention is thus engaged on this basis.’ Through this horizontal effect of the Convention, the fundamental rights seem to gain positive effectiveness. The matter is highly
Strasbourg jurisprudence the State is not merely under the obligation to abstain from interfering with individuals’ privacy but also to provide individuals with the material conditions needed to allow them to effectively implement their right to private and family life.\(^\text{52}\) In other words, according to the theories of the ‘positive duties’ of the State combined with that of the ‘horizontal effect’ of the ECHR broadly applied by the European Court of Human Rights, States are under the obligation to take all appropriate measures in order to protect fundamental rights of the individuals including against infringements by other non-state parties.

As to the ‘scope’ of privacy, it has been interpreted by the European Court of Human Rights as encompassing all the domains in which individuals are confronted with the need to make fundamental choices in their life, including their sexual life and sexual preferences\(^\text{53}\), their personal and social life\(^\text{54}\), their relationships with other human beings\(^\text{55}\), the choice of their residence in full knowledge of the environment etc.\(^\text{56}\)

Interestingly, the inclusion, in the scope of the right to privacy, of the choice of one’s residence in full knowledge of the environment attests to the fact that access to essential information is indeed a precondition to the free development of one’s personality. This has justified a number of legislative initiatives in our countries to develop what has been called Universal access to the Information infrastructure and guaranteed access to public informational resources, etc.\(^\text{57}\) The Guerra case judged by EHRC\(^\text{58}\) is in that perspective and illustrates this movement. In that decision, on the basis of the Article 8 of the ECHR, the Strasbourg judges have asserted the government’s duty to deliver information about environmental risks to Italian families, which had planned to install their home close to a polluting industrial complex. The Court held that the choice of residence, which is essential to family life, implies, in our Information Society, that the information required for exercising that choice be available to the families.\(^\text{59}\)

Besides the development of a right to autonomous and informed decision making in existential matters, the Strasbourg jurisprudence also understood the right to privacy as encompassing informational issues, understanding Article 8 of the European Convention on Human Rights as guaranteeing the individual right to control personal information, including in the workplace\(^\text{60}\) (the scope of the right to privacy and of the right to data protection may intersect with regards to ‘informational privacy’), the right to access one’s personal records.\(^\text{61}\)

---

\(^{52}\) The positive duty of the State to provide the means necessary in order to allow effective enjoyment of rights is not as such recognised in the United States, neither by the law, nor by the jurisprudence. This might be only superficially coherent with classical liberalism. Mill’s assertion that "The only freedom which deserves that name is that of pursuing our own good is our own way... each is the proper guardian of his own health, whether bodily or mental and spiritual, mankind are greater gainers by suffering each other to live as seems good to themselves than by compelling each to live as seems good to rest." (J.S. Mill, op. cit., p. 72, does not necessarily imply that the State should not provide the individuals with the resources they need to pursue their own good.


\(^{55}\) Niemietz v. Germany, 137/1088 ECHR 80 (18 December 1992) Series A, Vol. 215 B: 'The Court does not consider it possible or necessary to attempt an exhaustive definition of the notion of 'private life'. However, it would be too restrictive to limit the notion to an 'inner circle' in which world not encompassed within that circle. Respect for private life must also comprise to a certain degree the right to establish and develop relationships with other human beings.'

\(^{56}\) On all these issues, read the different articles published in F.SUDRE (ed), Le droit au respect de la vie privée au sens de la Convention européenne des droits de l'homme, Collection Droit et Justice 63, Brussels, Nemesis, Brussels, 2005.

\(^{57}\) This idea of a 'Public Domain Content' has been clearly promoted by the UNESCO. See, Point 15 of the Recommendation concerning the Promotion and Use of Multilingualism and Universal Access to Cyberspace, adopted by the UNESCO General Conference at its 32nd session (Oct. 2003): ‘Member States should recognize and enact the right of universal online access to public and government-held records including information relevant for citizens in a modern democratic society, giving due account to confidentiality, privacy and national security concerns, as well as to intellectual property rights to the extent that they apply to the use of such information. International organizations should recognize and promulgate the right for each State to have access to essential data relating to its social or economic situation.’

\(^{58}\) Guerra v. Italy Case, February 19, 1998.


\(^{60}\) See the recent decision by the European Court on Human Rights, in Copland v. United Kingdom, 62617/00 (2007) ECHR 253 (3 April 2007), in which the Court held that monitoring of an employee’s emails, Internet usage and telephone calls had breached the employee’s right to privacy. The Court held that even monitoring the date and length of telephone conversations and the number dialed could give rise to a breach of privacy. The arguments of the court included the fact that the employee had not been informed that her telephone calls might be subject to monitoring and that, at the time, no law existed in the UK that allowed employers to monitor their employees communications. Indeed, the Regulation of Investigatory Power Act of 2000 was not yet in force at that time. The Court does not investigate whether that Act might be inconsistent with the Human Rights Act however.

\(^{61}\) Gaskin v. United Kingdom, 10454/83 (1989) ECHR 13 (7 July 1989), Series A No. 160. See also Ochêvre v. France, 42326/03 (2003) ECHR 86 (13 February 2007), where the ECHR acknowledged that the right to privacy (Article 8 of the European Convention on Human Rights) protects, among other interests, the right to personal development and acknowledged that matters relevant to personal development included details of a person’s identity as a human being and the vital interest in obtaining information necessary to discover the truth concerning important aspects of one’s personal identity.
2 The Right to Informational Self-Determination and the Value of Self-Development

2.6.3 Privacy as ‘Informational Self-Determination’; Reinventing Data Protection?

2.6.3.1 The Rationales of Data Protection

The fundamental principles of data protection (fair processing, performed for specific purpose, on the basis of the subject’s consent or of other legitimate basis laid down by law, subjective rights of the data subject to access and rectify collected data) had been formalized in the Convention for the Protection of Individuals with regards to Automatic Processing of Personal Data of the Council of Europe and reiterated in the fair information principles formalised in the European directive on the protection of individuals with regard to the automatic processing of personal data and in the European directive concerning the processing of personal data and the protection of privacy in the electronic communication sector. The ability of an individual to control the terms under which their personal information is acquired and used is often presented as the hallmark of data protection.

The rationale behind the data protection regimes relates to the risks to individual self-determination carried by the early development of the Information technologies infrastructures. The use of Information Technologies has been considered, from the beginning, as worsening power asymmetries between data subjects (the individuals whose data are processed) and the data controllers (in charge of the collection, storage, processing, use and dissemination of data). Technological developments gradually brought about a situation where: (a) there is virtually no limit to the amount of Information that can be recorded, (b) there is virtually no limit to the scope of analysis that can be done – bounded only by human ingenuity and (c) the information may be stored virtually forever.

These developments had of course direct impact on the autonomy of the data subjects: vast collections and intensive processing of data enable data controllers such as governmental authorities or private companies to take decisions about individual subjects on the basis of these collected and processed personal information without allowing for any possibility for the data subjects to know exactly which data would be used, for which purposes, for which duration and overall without control of the necessity of these processing in consideration of the purposes pursued by the public or private bureaucracies. Data Protection regimes were thus designed (and, in some countries, translated into self-regulatory measures) in order to better balance ‘informational power’. This resulted in a widening of the protection previously limited and focused on intimate and sensitive data, which has included all personal data defined as ‘information about identified or identifiable individuals’ and in the attribution of new rights to the data subjects, including an ‘access right’ allowing a better control over the uses and dissemination of personal data and, finally, the imposition of limitations to the permissible processing by data controllers, especially through the requirements that data processing will be fair, legitimate (another word for proportionate both as regards the existence of the processing and its content) and secure.

These main principles might be viewed as a development of the self-determination principle in the area of the personal data flows. ‘Informational privacy’ had been defined traditionally by the U.S scholars following the A. Westin wording, as the ‘claim of individuals, groups or institutions to determine for themselves when, how, and to what extent information about them is communicated through others’. That American definition inspires some scholars to use the argument that there was a sort of ‘intangible property right’ held by each individual over his or her personal data and that individuals could legally ‘sell’ their personal information on the market and, in that way, ‘choose their optimal mix of privacy without parental intervention from the State’. We will come back on this issue later in the discussion of the recent EU Constitutional or quasi constitutional acknowledgement of the right to Data Protection.

2.6.3.2 ‘Classical Privacy’ and Data Protection: Complementarities and Interactions

The legal protections offered by Article 8 of the European Convention of Human Rights (and taken over in Article 7 of the Charter of Fundamental Rights of the European Union) and by the right to data protection now acknowledged by Article 8 of the Charter of Fundamental Rights of the European Union and implemented by the two data protection directives, interact in a variety of ways. The European Court of Human Rights has acknowledged that ‘informational privacy’ is among what Article 8 of the ECHR protects. In this regard, data protection directives are

67 Security is envisaged in its broadest sense, meaning both integrity, confidentiality, accountability and availability.
among the tools through which the individual exercises his right to privacy. More generally, having the guarantee that personal information (personal data) will not be collected and used in manners that totally escape from the individual’s control is indeed a precondition for the individual to feel genuinely free from unreasonable constraints on the construction of his identity.

Yet, data protection is also a tool for protecting other rights than the right to privacy; preventing the processing of information relating to the individual’s racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership and concerning the individual’s health or sexual life, the data protection directives prevent potential discriminations on those grounds. On the other side, the right to privacy is irreducible to the right to data protection: it guarantees the inviolability of the home (spatial privacy), has to do with the inviolability of the human body and protects the individual’s emotions and relationships with others. What privacy protects is irreducible to personal information. Privacy and data protection intersect but are also different tools for enabling individual reflexive autonomy and, as a consequent, also collective deliberative democracy. These tools are not to be put or the same footing though. Whereas the concept of privacy refers to the double aspects of the guarantees the State has to provide to the citizens in order to ensure their capabilities of self-development; the concept of data protection appears in a second step, taking fully into account the new risks threatening the two ‘aspects’ of privacy (the right to exclusion and the right of decisional autonomy) ensuing from the development of the information and communication technologies.

It thus appears obvious from there that data protection regimes are intended both, with regard to the ‘exclusion’ aspect of privacy, to protect our ‘private sphere’ (for instance by forbidding the processing of certain sensitive data or by engraving the secrecy of correspondence to electronic mails) on the one hand and, on the other hand, with regard to the ‘decisional autonomy’ aspect of privacy, to increase the transparency of information flows and to limit them in order to prevent disproportionate informational power relationships to be developed or perpetuated between public and private data controllers and citizens.

2.6.3.3 Data Protection and its ‘Constitutionalization’:

Opportunities and Ambiguities

The role played by the European Union, particularly through Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with regard to the processing of personal data and on the free movement of such data⁷⁰ and Directive 2002/58/EC of the European Parliament and of the Council of 17 July 2002 concerning the processing of personal data and the protection of privacy in the electronic communications sector⁷¹, could make believe that the ‘right to data protection’ is above all the result of the need, for the European single market, to harmonize data protection regimes as to ease the free circulation of goods and services. But the European Data Protection regime has its roots in the European human rights regime and more particularly, in Article 8 of the European Convention on Human Rights and in the Convention No. 108 for the Protection of Individuals with regard to the Automatic Processing of Personal Data enacted in 1981 (before that, data protection had already been enacted in the Swedish Law of 1973). The Charter of Fundamental Rights of the European Union⁷², in its Article 7, §1 reasserts the existence of the right to private and family life, home and communication, whereas Article 8 of the same Charter acknowledges, as already noted, that the right to data protection has the status of a fundamental right:

1. Everyone has the right to the protection of personal data concerning him or herself.

2. Such data must be processed fairly for specified purposes and on the basis of the consent of the person concerned or some other legitimate basis laid down by law. Everyone has the right of access to data that has been collected concerning him or herself and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent authority.

This acknowledgement of the right to Data Protection as a fundamental right, distinct from the traditional fundamental right to privacy, enacted in Article 7 of the Charter is questionable and invites some comments. This ‘constitutionalization’ of data protection might be considered an ‘added’ to the extent that: it enlarges the application of the main principles of the Directive to all processing of personal data, including those that are not covered by the Directives but processed in the context of EU second and third pillars. The constitutional status given to Data Protection provides data protection regime with a sort of constitutional privilege over competing legislative texts and allows for Constitutional control of its implementation respect by the Constitutional Courts. To this well intentioned acknowledgement of the fundamental importance of the right to data protection, two critiques may be raised: the first one relates to the wording of the second paragraph, which seems to suggest that consent would provide per se a legitimate ground for any processing. The second critique is more fundamental: by placing the right to data protection’ at the same level as privacy, the European text carries the risk that the fundamental anchoring of data protection regimes in the fundamental values of dignity and autonomy will soon be forgotten by lawyers and that legislators will soon forget to refer to these fundamental values in order to continuously assess data protection legislations, taking into account the evolution of the Information Society.

⁷² 2000/C 364/01.
The Limited Value of the Consent as Legitimate Ground for Data Processing

One may regret some of the dangers raised by the wording of Article 8. In situations other than those where the legitimacy of processing is grounded in a legislative text, Article 8 explicitly acknowledges consent by the data subject as a necessary and sufficient condition legitimizing data processing, whereas consent is often derived from the simple interaction in the networks. Growing conflation of consent and interaction makes the condition of consent less and less demanding. Most websites include, as part of the transactional process with their customers, specific steps aimed at collecting consents to various processing they find profitable, including the possibility to share any obtained data with third parties, to create users' profiles and to use those profiles for individualized marketing (operated by themselves or by others) purposes. In some cases, consumers are driven to consent through financial incentives (fees or price reductions; gratuitous participation in a lottery, etc.). The use of some services may be dependent on such express consent to processing of the data obtained through the operation of those services.73

This approach is advocated using the argument that the 'right to data protection' is the right for the individual to decide about the dissemination of his or her own information. And as nobody is better placed to judge if he or she wants to disseminate data about his or her self, individual consent is necessarily a legitimate ground for the processing of personal data. The argument, making of personal data the alienable property or commodity of the data subject, is disputable:74 medical data, for example, may arguably be said to belong to the medical practitioner in charge of the patient and who 'produced' the information contained in the medical file, as much as to the patient himself.75 In the 'property approach', personal data is considered a valuable commodity that may be the object of bargains and transactions with other people through licenses.76 Closely connected with the property approach, the contract approach puts party agreement at the heart of personal data processing. Regardless of whether personal data are viewed entirely as property, the contractual approach allows parties to make promises regarding personal data and their processing.77 As observed by Schoeman,78 'One difficulty with regarding Privacy as a claim or entitlement to determine what information about one self is to be available to others is that it begs the question about the moral status of privacy. It presumes privacy is something to be protected at the discretion of the individual to whom the information relates.'

Much more objections than one could report in the present contribution exist against considering consent as a sufficient condition of legitimacy of the processing of personal data. For our purpose here, it suffices to recall that under the EU Directive, consent, as defined by Article 2.1 of the Directive,79 is not presented as a completely sufficient basis for legitimating processing. In any case – even in case of unambiguous consent – it may be possible to declare the processing illegitimate if that processing is disproportionate. The control of proportionality clearly suggests the need for societal control or monitoring of the legitimacy of the processing.

Other, more classical, arguments might be advanced for justifying the insufficiency of the consent.80 The information asymmetry and power inequality, disadvantageous to the data subject or, as argued by D. Solove,81 among others, the fact that a large portion of 'personal data' may in fact be relevant not only to the individual but also to others with whom the individual entrusts or has entertained relationships. Another line of argument refers to the difficulty, for the consenting

---

73 Margaret Jane Radin, 'Justice and the Market Domain', in John Chapman, J. Roland Pennock, Markets and Justice, New York University Press, 1989, p. 168: 'the doctrine of privacy asserts that market evaluations of objects and activities are imperialistic, denying out other and better ways of perceiving and evaluating objects and activities. Once some individuals attach a price at a given object, relation or activity, they and others tend to lose their capacity to perceive or evaluate that object, relation or activity as anything but a commodity with a specific market price. Moreover, the theory asserts, once certain objects or activities are commodified, there is a tendency for other objects or activities of the same sort or even of other sorts also to be seen and evaluated merely in terms of their actual or potential market value.'

74 The context of the Internet creates new possibilities for Internet users to express his or her consent. In a first version of P3P (Platform for Privacy Preferences), the Internet's user had the possibility to negotiate his or her privacy preferences against financial advantages. This possibility has been discussed extensively in the American literature, see P.M. Schwartz, 'Beyond Leskie's Code for Internet Privacy: Cyberspace, Filters, Privacy control and Fair Information Practices', Wisconsin Law Review, 2000, p. 749 et s.; M. Rotenberg, 'What Larry doesn't Get the Truth', Stan. Techn. L. Rev., 2001,1, disponible sur le site: http://www.stanford.edu/STLR/Articles01/STLR1/.

75 As Kang & Butner observed: 'But Economists, merely creating property rights in personal data says nothing about to whom property is initially assigned, correct? So let's say a citizen bought prodigious amounts of St. John's herb from a vendor last Friday. Which of them owns the property, that is the knowledge of the citizen's purchase? And what precisely would such ownership entail?' (Kang & B. Buchner, 'Privacy in Atlantics', 18 Harv. Journal Law &


78 F. Schoeman, 'Privacy:Philosophical Dimensions of the Literature', in Philosophical Dimensions of the Privacy, F.D. Schoeman (ed.), 1984, p. 3.

79 Article 2.1 of the Directive states that 'the member states shall ensure that the data subject's consent is given freely and specific and informed indication of the origin or his or her wishes by which the data subject signifies his agreement to personal data relating to him being processed.' This consent implies that the data controllers have given the relevant information about the mode and the extent of the data processing for which consent is given.


data subject, to keep track of personal data in secondary transfers and to verify in what measure these secondary transfers are respecting the conditions of the initial license given by the data subject.\textsuperscript{82}

Some of those ‘weaknesses of consent’ could be remedied, as has been done in the context of the consumer protection, by reinforcing the right to be informed and allowing new rights to the consumer including class action, when appropriate, in order to decrease power and information inequalities and asymmetries in the Information market (information technology)\textsuperscript{83} may be of great help in this regard, allowing for example the digital ‘marking’ of each bit thereby empowering the data subjects with regard to the control and limitation of their transfers. Others – especially those ensuing from socio-economic and other structural inequalities among stakeholders may be more challenging.

The Anchorage of Data Protection Legislation in the Protection of Fundamental Human Values

Another inconvenience of making the ‘right to data protection’ a distinct fundamental right is that it risks obscuring the essential relation existing between privacy and data protection and further estrange data protection from the fundamental values of human dignity and individual autonomy, foundational to the concept of privacy and in which data protection regimes have their roots, as has already been argued. Keeping in mind those fundamental values and the ‘instrumental’ value of data protection in this regard is crucial if one is to adapt the legal regime to the changing technological circumstances of the time. Moreover, acknowledging the fundamental values behind the right to data protection makes it clear that, contrary to certain interpretations of that right, it is not amenable to a kind of individual alienable property right over personal data. Finally, taking the fundamental roots of data protection seriously justifies that one should not content ourselves with the current tendency to consider individual consent as sufficient criterion for establishing the legitimacy of whatever processing is considered useful by public or private bureaucracies.

This ‘return to the basics’ approach provides powerful arguments to refuse the ‘information market’ approach advocated by some. It goes without saying that those basic values will be immensely useful in showing the direction for the revisions of our data protection regimes\textsuperscript{84}, arguably necessary due to the unprecedented challenges raised by the recent and future developments of the global Information Society on the threshold of the ‘ambient intelligence era’.\textsuperscript{85}

2.7 Conclusion: Privacy as a Bidirectional Principle Fostering the Autonomic Capabilities of Individuals

Agre, reflecting on privacy, commented that

‘control over personal information is control over an aspect of the identity one projects to the world, and... the freedom from unreasonable constraints on the construction of one’s own identity’.\textsuperscript{86}

The two aspects – freedom from unreasonable constraints (from the State or from others) in the construction of one’s identity and control over (some) aspects of the identity one projects to the world – are at the heart of what the various ‘facets’ of privacy are all about. Yet, more fundamentally and against the common view that the ‘freedom in the construction of one’s personality’ and ‘control over information about oneself one projects on the world’ pursue different, though complementary, normative goals, we would like to argue that their common normative justification and objective, or, to say it more plainly, the final value they are meant to advance, is the capacity of the human subject to keep and develop his personality in a manner that allows him to fully participate in society without however being induced to conform his thoughts, beliefs, behaviours and preferences to those thoughts, beliefs, behaviours and preferences held by the majority. Privacy and data protection regimes should thus be understood as ‘mere’ tools (evolving

---


\textsuperscript{83} DRM technologies developed for protecting works covered or not by intellectual Property Rights might be also used here. On that issue, J. Zittrain, ‘When the publisher can teach the Patient: Intellectual Property and Privacy in an era of Trusted Protection’, 52 Stanford Law Rev., 2000, p. 1201 insisting about the fact that in both cases, it is about protecting the data, whether it is a brilliant article protected by Intellectual Property Rights or my shopping habits considered as personal data.

\textsuperscript{84} About the need to have a third generation of Data Protection legislation in order to face the new challenges of ICT recent developments and about new principles to enact in that context.


Chapter 3
Data Protection as a Fundamental Right

Stefano Rodotà

We live at a time when the issues related to the protection of personal data feature a markedly contradictory approach – indeed, a veritable social, political and institutional schizophrenia. There is increased awareness of the importance of data protection as regards not only the protection of the private lives of individuals but their very freedom. This approach is reflected by many national and international documents, with the Charter of Fundamental Rights of the European Union, where data protection is recognised as a fundamental, autonomous right. Still, it is increasingly difficult to respect this general assumption, because internal and international security requirements, market interests and the re-organisation of the public administration are heading towards the diminution of relevant safeguards, or pushing essential guarantees towards disappearance.

What should we expect from the future? Will the trend that surfaced up over the past few years continue, or will one get back, albeit with difficulty, to the concept underlying the origins of personal data protection, which opened up a new age for the protection of freedoms with a really forward-looking approach?

If one looks at reality with detachment, there are reasons for pessimism. Even before 9/11, in particular because of market requirements and the trend towards setting up ever larger databases on consumers and their behaviours, there were talks of the “end of privacy”. However, if one nowadays looks at the way the world is changing, there surfaces a more radical question to answer. The end of privacy is increasingly talked about. Some years ago, Scott McNally, CEO of Sun Microsystems, said brutally: “You have zero privacy anyway. Get over it.” In a movie of 1998 by Tony Scott, “Enemy of the State”, one of the main characters said: “The only privacy you have is in your head. Maybe not even there”. This doubt is turning into a disturbing reality. Research is in progress on cerebral fingerprints, the individual memory is being probed in search of traces that can point to the memory of past events and, therefore, be taken as evidence of participation in such events. A century ago, in stressing the role played by the subconscious, Freud noted that the Self was no longer in control. Nowadays one can safely maintain that the mental privacy, the

---

87 See above, notes 24 and 25, and accompanying text.
88 As Burkert (quoted supra footnote 33) asserts it: “Even in their passive state fundamental rights need economic and social framework conditions which make the use of such rights meaningful. This observation is reflected in the (still heavily contested) extension of fundamental rights into the area of economic and social rights. Some of the discussions at the World Summit of the Information Society, already mentioned above, might well be seen as a tentative connection of ‘privacy’ to such social and economic rights in the information society.”

S. Rodotà (es)
Professor of law at the University of Rome “La Sapienza”.
e-mail: s.rodot@star.it